How do our sentences fit together?

by David Wojick (dwojick@hughes.net)

Dear Colleagues,

I am returning to a research area I worked on some years ago, when I formulated a general theory of how the sentences in a document fit together. This theory is presented briefly below, together with some of its implications for research.

"How sentences fit together" is the simple way of putting it, although it is a bit more complicated than that. My theory is actually about bodies of expressed thought in general, whether spoken or written, and ranging from the single words in sentences up to vast collections of many documents. Also from simple conversations up to lengthy debates and conferences. But looking at the sentences in a single, short document is a good place to start. Below is a brief summary of my theory.

Consider a simple magazine article on a favorite topic. It consists of a bunch of sentences, perhaps 100, presented one after another. It is clear that all these sentences are related to one another, but how? This is the question that I think I have answered. How are the individual sentences related, one to another, or simply how do they fit together to make a whole article?

One is tempted to say that there must be many different ways, and this is true. My claim is that there is one fundamental way. This way of fitting the sentences together explains the role each plays. It explains what each sentence does. It also explains why understanding the article is not as easy as we might think.

Here is the simple theory of how the sentences fit together, no matter what the topic may be. The first sentence stands by itself. The second sentence is directly related to the first sentence, in the following way. There is some question Q, such that if we ask Q of the first sentence, the second sentence is the answer to that question. Thus there is a precise relationship between the first and second sentences. What this specific question Q is will depend on the what the article happens to say. Any question we can ask is possible although normally it will be a simple one like who, what, when, where, how, why, why not, such as, etc.

Now consider the third sentence. In the typical cases we are considering here, the third sentence is either answering some question of the first sentence or of the second sentence. Which sentence the third sentence is linked to depends on the specific article, as does the question begin answered by it.

This process repeats for each sentence in the article. As we get further down in the article the number of prior sentences increases, so the number of possible patterns of linking increases accordingly. But for each sentence, there will be just one prior sentence that it is linked to, by some specific question.

Different articles can differ enormously, both as to which sentences are linked to which, and what questions are being asked and answered. But the basic principle is always the same. Note in particular that many of the earlier sentences will have more than one of the later sentences linked to it, answering different questions of it. This gives what is called an upside down "tree" structure so I call the universal pattern of linking the "issue tree" of the article. My claim is that every article has a unique issue tree.

See http://www.bydesign.com/powervision/Mathematics_Philosophy_Science/ for two examples of issue trees -- items 7 & 8 -- plus related documents and discussions.

Now consider some of the implications of this issue tree theory. Foremost is the fact that understanding a document involves not merely understanding each sentence, but also understanding the links and paths between them. The document presents a system of ideas, not just a collection. Grasping how the sentences fit together is essential, and not necessarily easy. This fact has implications for theories of learning and communication.

This leads to what I call the "jumping problem." Written (or spoken) sentences occur in a linear array, one after another. But their link structure is a tree. The problem is that in the linear array many of the sentences will not occur immediately after the sentence they are linked to in the tree. For example, the 10th sentence may be linked to the 5th, not the 9th. In effect one is jumping around in the tree, going from one branch to another, then back again. This can be a major obstacle to understanding. There is no way to map a tree into a linear string without jumping so this problem is universal.

Many features of the issue tree can be measured and analyzed. These include the structure of the tree, as well as how the tree relates to the string of sentences in the document. The shape of the tree is important. My work has also focused on what fractions of the tree are allocated to answering different questions, what I call the allocation of attention. Also interesting is how the tree maps into the linear array of presentation in the document, what I call the traverse. I and my students at Carnegie Mellon did a lot of research into these and related measures. Unfortunately it was done in the 1970s so is not in electronic form.

Once again, it is important to note that the issue tree is not just how the sentences in a single document fit together. It is also true of large collections of documents, provided these are all about the same topic. For example, cancer research has an underlying issue tree. Each research result raises new questions, generating diverging lines of inquiry, the branches in the issue tree. Not only sentences, but journal articles, sub-disciplines, etc, have an issue tree structure. This fact has implications for science policy, as well as for understanding a given body of research.

Also included are the things we say, not just the things we write. This is a general theory of the structure of expressed thought. This fact has implications for what happens in meetings and other forms of verbal human discourse. This work is loosely related to present research in social networks and semantic structures. However in this case the structure is composed of propositions, the basic units of meaning studied in mathematical logic.
I have worked on all of the above areas of issue tree application and I will be happy to provide additional information to anyone who is interested. I even have a simple textbook on how to build and analyze issue trees.
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